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1 Introduction

DNA sequences consist of four nucleotide bases A, G, C, T (adenine, guanine,
cytosine and thymine) and are joined together by phosphodiester bonds. A sin-
gle strand of DNA, i.e. a chain of nucleotides, also has a “beginning” (usually
denoted by 5) and an “end” (denoted by 3’), and so the molecule is oriented.
By the well-known Watson—Crick complementarity, A is complementary to T
and C is complementary to G. The double-helix DNA strands are formed by a
sequence and its complement binding together. The complementary strand is
obtained by replacing the base nucleotide with its complement and reversing
its direction.

Besides these “perfect” bonds, in practice certain strands can bind to
others which are not their exact complements, hence rendering them useless
for subsequent computation. Several attempts have been made to address
this issue and many authors have proposed various solutions. A common ap-
proach has been to use the Hamming distance [1, 5, 6, 7, 26]. Experimental
separation of strands with “good” sequences that avoid intermolecular cross-
hybridization was reported in [3, 4].

In [11], Kari et al. introduce a theoretical approach to the problem of
designing code words. Theoretical properties of languages that avoid certain
undesirable hybridizations were discussed in [13, 18, 19, 25]. Based on these
ideas and code-theoretic properties, a computer program for generating code
words is being developed [12, 22]. Another algorithm based on backtracking,
for generating such code words has also been developed by Li [24]. In [21]
the authors have introduced a property of a language and showed that the
properties discussed in [13, 19, 25] are its special cases. In [23] the author used
the notion of partial words with holes for the design of DNA strands. In this
chapter we follow the approach introduced in [11].

Every biomolecular protocol involving DNA or RNA generates molecules
whose sequences of nucleotides form a language over the four-letter alphabet
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A={A G,C,T}. The Watson—Crick complementarity of the nucleotides de-
fines a natural involution mapping 6, A — T and G — C which is an antimor-
phism of A*. Undesirable Watson-Crick bonds (undesirable hybridizations)
can be avoided if the language satisfies certain coding properties. In this paper
we concentrate on #-overlap free and 6-solid codes.

We start the chapter with definitions of coding properties that avoid inter-
molecular cross-hybridizations. The notions of 8-prefix and -suffix languages
have been defined in [19] under the names of -p-compliant and -s-compliant,
respectively. Here we consider sets of code words where the Watson—Crick
complement of a word does not overlap with any other word. Hence, we have
two additional coding properties that leads to the notion of #-overlap-free code
and 6-solid code. We make several observations about the closure properties
of such languages. In particular, we concentrate on properties of languages
that are preserved by union and concatenation. Also, we show that if a set of
DNA strands has “good” coding properties that are preserved under concate-
nation, then the same properties will be preserved under arbitrary ligation of
the strands. Section 3 investigates properties of 8-overlap-free codes. Section
4 investigates the properties of #-solid codes.

2 Definitions

An alphabet Y is a finite non-empty set of symbols. A word u over X is a
finite sequence of symbols in Y. We denote by X* the set of all words over X,
including the empty word 1 and, by X1, the set of all nonempty words over
XY). We note that with the concatenation operation on words, X* is the free
monoid and X% is the free semigroup generated by X. For a word w € X*,
the length of w is the number of non empty symbols in w and is denoted by
|w|. Throughout the rest of the chapter, we concentrate on finite sets X C X*
that are codes, i.e., every word in X' can be written uniquely as a product
of words in X. For the background on codes we refer the reader to [2, 16, 27].
For a language X C X* let

PPref(X) ={u|3v e X", uw € X}
PSuff(X) ={u|3v e ¥, vu e X}
PSub(X) = {u|3v;,ve € X* vjve # 1,v,uve € X }.

We recall the definitions initiated in [11, 19] and used in [12, 18].
An involution 6 : X — X of a set X is a mapping such that 62 equals the
identity mapping, 8(0(x)) = z, Vo € X.

Definition 1. Let 0 : X* — X* be a morphic or antimorphic involution and
XCxt.

1. The set X is called 6-infix if Z*0(X)XTNX =0 and XT(X)X2*NX = 0.
2. The set X is called §-comma-free if X2 N X TO(X)XT = 0.
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3. The set X is called f-prefix if X N (X)X = 0.

4. The set X is called §-suffix if X N XT0(X) = 0.

5. The set X is called O-sticky-free if for allw € X, z,y € X*, wz, yd(w) €
X then xy = 1.

6. The set X is called 0-overhang-free if for all w € X+, z,y € X*,
wz, (w)y € X or zw,yd(w) € X then zy = 1.

7. The set X is called strictly 0 if X NO(X) = 0.
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Fig. 1. Various types of intermolecular hybridizations. (a) (f-overlap-free) The
prefix or suffix of a code word is a suffix or prefix respectively of a complement
of another code word; (b) (f-comma-free) a code word is a reverse complement of
a subword of a concatenation of two other code words; (c) (6-infix) one code word
is a reverse complement of a subword of another code word; (d) (6-suffix) one code
word is a reverse complement of a suffix of another code word; (e) (6-prefix) one
code word is a reverse complement of a prefix of another code word. The 3’ end is

indicated with an arrow.

Solid codes were introduced in [28] in the context of the study of disjunctive
domains. Certain combinatorial and closure properties of solid codes were
discussed in [15]. Properties of maximal solid codes were discussed in [17]. We
now recall the definition of solid codes used in [17] which was defined using a
characterization given in [15].

Definition 2. A set X C X is a solid code if

1. X is an infix code
2. PPref(X) N PSuff(X) = 0.



140 L. Kari, K. Mahalingam

The notion of solid codes was extended to involution solid codes in [25].
Note that when the involution map denotes the Watson—Crick complement,
the set of involution solid codes comprises of DNA strands that are overlap-
free (see Fig. 1).

Definition 3. Let X C X+.

1. The set X is called B-overlap-free if PPref(X) N PSuff(d(X)) = 0 and
PSuff(X) N PPref((X)) = 0.

2. X is a 0-solid code if X is 0-infix and 0-overlap free.

3. X is a maximal #-solid code iff for no word u € X+ \ X, the language
X U {x} is a 0-solid code.

Throughout the rest of the chapter we use 8 to be either a morphic or
antimorphic involution unless specified. Note that X is 6-overlap free (6-solid)
iff 6(X) is B-overlap free (6-solid).

3 Properties of Involution Overlap-Free Codes

In this section we discuss the properties of the class of involution overlap-free
codes. We also discuss the relation between the overlap-free codes and some
of the previously defined codes (see Definition 1).

Proposition 1. Let 6 be an antimorphic involution. If X is 0-overhang-free
then X is 8-overlap-free.

Proof. Let X be f-overhang-free. To show that X is f-overlap free, let us
suppose there exists zw € X and wy € 6(X). Then 0(y)0(w) € X which is
a contradiction to our assumption that X is 6-overhang-free. The case when
wz € X and yw € 6(X) also result in a contradiction.

Proposition 2. If X is a strictly 0-solid code then X is 0-overlap free.

Proof. We need to show that PPref(X T)NPSuff(§(X ™)) = 0 and PSuff(X+)N
PPref(§(X ™)) = 0. Suppose X is not f-overlap-free. Then there exists x €
PPref(X*) N PSuff(§(X 1)) such that z = z122... 2501 = 0(a2)0(y1)...0(y;)
for x;,y; € X for all 4,j. Then either z; is a subword of 6(y;) which is a
contradiction to our assumption that X is #-infix, or a1 € PSuff(f(y;)) which
is again a contradiction. Hence PPref(X ™) N PSuff(#(X ™)) = (). Similarly we
can show that PSuff(X ) N PPref((X ™)) = 0.

Corollary 1. Let X, Y C X be such that X UY is strictly 0-solid. Then XY
is B-overlap-free.

Proposition 3. Let X be such that X™ 1is 6-overlap-free for some n > 1.
Then X, 1 < i < n, is also 0-overlap-free.

Proof. Suppose not. Then there exists ax € X*, ya € (X*) for some 1 < i <
n. Let r € X7 such that i +j = n. Then azr € X™ and 0(r)ya € (X™) which
implies a € PPref(X™) N PSuft(¢(X™)) which is a contradiction. Similarly we
can show PPref(f(X™)) N PSuff(X™) = 0.
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4 Properties of Involution Solid Codes

In this section we discuss the properties of the class of involution solid codes.
It turns out that involution solid codes are closed under a restricted kind of
product, arbitrary intersections and catenation closure while not closed under
union, complement, product and homomorphisms. The first two properties
are immediate consequences of the definitions.

Proposition 4. The class of 0-solid codes is closed under arbitrary intersec-
tion.

Proposition 5. The class of 0-solid codes is not closed under union, comple-
ment, product and homomorphism.

Proof. Consider the 6-solid codes {a} and {ab} over the alphabet set X' =
{a,b} and with € being an antimorphic involution that maps a — b and
b +— a. The sets {a,ab} = {a} U {ab} and {aba} = {ab}{a} are not f-solid.
This proves the statement for union and concatenation. Let h : X* +— X* be a
homomorphism such that h(a) = aba and h(b) = bab. Note that {a} is 6-solid
but h(a) = aba is not #-solid.

Note that for X C X+ and 6 a morphic or antimorphic involution, X is
#-solid code iff 8(X) is 6-solid code.

Proposition 6. If X is a 0-solid code then X is strictly 0-comma-free.

Proof. Note that since PPref(X)NPSuff(6(X)) = 0, X is strictly . Suppose X
is not #-comma-free. Then there are z,y, z € X such that xy = af(2)b, a,b €
2F. Then either 0(z) is a subword of x or a subword of y which contradicts
that X is 6-infix, or 8(z) = z129 such that az; = x and 230 = y which
implies z; € PPref(6(X)) NPSuff(X) and z2 € PPref(X) NPSuff(f(X)) which
contradicts our assumption that X is #-overlap-free and hence X is a 6-solid
code.

Note that the converse of the above proposition holds when 8 is the identity
(see [10]) but not for any general 6. For example let X = {aa, baa} and for an
antimorphic 6 : @ — b,b — a, 8(X) = {bb,bba}. It is easy to check that X is
f-comma-free. But ba € PPref(X) N PSuff(6(X)) which contradicts condition
2 of Definition 3.

Proposition 7. Let X,Y C YT be such that X and Y are strictly 0 and
XNOY)=0.If XUY is 0-solid then XY is 0-solid.

Proof. Suppose XY is not #-infix. Then there exists x1,x2 € X and y1,y2 € Y
such that z1y1 = af(z2y2)b for some a,b € X* not both empty. When 6 is
morphic, z1y1 = af(z2)0(y2)b. Then either §(z2) is a subword of z1 or 6(y2) is
a subword of y; which is a contradiction with XUY is #-infix. A similar contra-
diction arises when 6 is antimorphic. Suppose PPref(XY)NPSuff(#(XY")) # 0.
Then there exists p € PPref(XY) and 6(¢q) € PSuff(§(XY)) such that
p = 0(q). Then the following cases arise:
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1. p € PPref(X) and 6(q) € PSuff(d(Y)) or 6(q) € PSuff(4(X))
2. p € PPref(X) and 0(q) € PSuff(8(XY))
3. pe X and 6(q) € 0(X) or 0(q) € 0(Y).

The first two cases contradict our assumption that X UY is 6-solid and the
third case contradicts our assumption that X is strictly 8 or X N 9(Y") = 0.
Similarly we can show that PSuff(XY) N PPref((XY)) = 0.

Corollary 2. If X is a strictly 0-solid code then X™ is a 0-solid code.

Proposition 8. The code X is a strictly 0-solid code iff X is a strictly 0-
solid code.

Proof. X is a #-solid code and hence X is strictly #-comma-free which implies
X7 is 6-infix (see Proposition 3.3 in [14]). From Proposition 2, X is 6-
overlap-free and hence X is 6-solid. The converse is immediate.

Proposition 9. Let X be a regular language. It is decidable whether or not
X is a 0-solid code.

Proof. Tt has been proved in [11] that it is decidable whether X is 6-infix or
not. The sets PPref(X) and PSuff(X) are known to be regular for regular
X and also 0(X) is also regular when X is regular. Hence PPref(9(X)) and
PSuff(6(X)) are also regular. In order to decide whether X is 6-solid one
needs to decide whether the intersection PPref(6(X)) N PSuff(X) = 0 and
PSuff(6(X)) N PPref(X) = () which is decidable for regular X.

Proposition 10. Let § be a morphic or antimorphic involution and X C X+
be a strictly 6-solid code. Then' Y = {ujvug : ujug,v € X,ui,us € X*} is a
0-solid code.

Proof. Given X is #-solid, we need to show that Y is f-infix and PPref(Y) N
PSuff(d(Y)) = 0 and PPref(8(Y)) N PSuff(Y") = 0. Suppose Y is not 6-infix,
then there exists p,q € Y such that p = w1101, ¢ = uswave and p = ab(q)d
for some a,b € X*, uyvy, usvo, x1,x2 € X. Hence when 6 is a morphic invo-
lution we have uix1v1 = af(u2)0(x2)0(v2)b. Then either 6(z2) is a subword
of uy or vy, or 6(xq) is a subword of ujx; or xijv1. Both cases contradict
our assumption that X is f-solid. Similarly we can prove when 6 is anti-
morphic involution. Suppose there exists a € PPref(Y') N PSuff((Y')). Then
a € PPref(uiz1v1) and a € PSuff(0(uszqve)) for some uiziv1, usxave € Y.
There are several cases that we need to consider which eventually boil
down to one of three below. We show when 6 is an antimorphic involu-
tion and the case when 6 is morphism can be proved similarly. We have
a € PPref(uiz1v1) and a € PSuff(6(v2)0(x2)0(v2)). Then either a € PPref(uq)
and PSuff(f(uz)) or a € PPref(u;) and a € PSuff(é(z2)f(us2)) or a €
PPref(u1) and a € PSuff(8(v2)f(x2)0(usz)). The first two cases contradict
PPref(X) N PSuff(§(X)) = () and the third case contradicts X being 6-infix.
Similarly we can show PSuff(Y') N PPref(#(Y)) = (. Therefore Y is #-solid
code.
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The next proposition provides a general method for constructing certain
maximal #-solid codes.

Proposition 11. Let § be an antimorphic involution. Let ) = AUBUC' such
that A, B, C are disjoint sets such that A and C are strictly 6 and ANO(B) =0
and CNO(B) =0. Then X = AB*C is a mazximal 0-solid code.

Proof. First we show that X is #-solid. Suppose X is not 6-solid. Then ei-
ther X is not #-infix or X is not f-overlap-free. Suppose X is not #-infix.
Then there exists a1by...byc1, asdy...dpco € AB*C with a1,as € A, ¢1,c0 € C
and by...by,,d1...di € B* such that a1b;...bp,c1 = pb(azd;...dkce)q and hence
a1by...bpcr = pb(c2)0(dy)...0(d1)0(az)q for some p,q € X* not both empty. If
g € X7 then 0(az) = b; for some ¢ and if p € Xt then 6(co) = b; for some j.
Both cases contradict our assumption that AN §(B) = @ and C N O(B) =
. Suppose x € PPref(X) N PSuff((X)). Then either z = aiby...b; =
0(d;)...0(d1)0(az) for some ay,a2 € A and by ...b;,dy...d; € B which con-
tradicts our assumption that ANG(B) = () or z = a; = 6(az) which contradicts
our assumption that A is strictly 6. Hence PPref(X) N PSuff(#(X)) = (). Sim-
ilarly we can show that PPref(6(X)) N PSuff(X) = 0. Hence X is a 6-solid
code.

To show that X = AB*C is maximal. Consider a word w € X* such
that w ¢ X where w = x125...2, with z; € X for i = 1,...,n. We show that
X U{w} is not A-solid. Assume there is an index ¢ with z; € §(C) and in fact let
i be the minimal with this property. If i = n then x; € PSuff(w) NPPref(6(v))
for some v € X. Hence X U {w} is not #-solid. If ¢ < n then x;41,...,2, €
0(B)UO(A). If ;41 € 0(A) then z;x,41 € 0(X) N Sub(w) and X U {w} is
not f-solid. Therefore assume that z;,41 € 6(B). If z;41...x, € 6(BT) then
TiTip1...Tn, € PSuff(w) N PPref(f(v)) for some v € X and X U {w} is not
6-solid. Thus, there is an index j with i +1 < j < n and z; € §(A). Choose
J minimal with these properties. Then z;z;y1...z; € 6(X) N Sub(w), hence
X U{w} is not #-solid. So far we have proved that w cannot contain a symbol
from 0(C) if X U {w} is to be #-solid. Similarly we can show that w cannot
contain a symbol from 6(A). Hence w € 6(B*) (i.e.) w € Sub(f(v)) for some
v € X which again contradicts our assumption that X U{w} is #-solid. Hence
X is a maximal 6-solid code.

From the above definitions and propositions we have deduced the following.
Lemma 1. Let 0 be an antimorphic involution.

1. Let 3, ..., X, be a partition of X such that X; is strictly 0 for all i. Then
every language X;X; is 0-solid.

2. If X1, X5 is a partition of X such that X; is strictly 6 for i = 1,2, then
Y1X9 is maximal 0-solid code.

3. Let A C X be such that A = 0(A) and X C AT. Then X is a maximal
0-solid code over A if and only if X U (X' \ A) is a maximal 0-solid code
over X.
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4. Let B C X such that BNO(B) =0. Then X = BT is a 0-solid code.

The next proposition provides us with conditions so that the involution
solid codes are preserved under a morphic or antimorphic mapping.

Proposition 12. Let X and Yo be finite alphabet sets and let f be an injec-
tive morphism or antimorphism from X w— X5. Let X be a code over X7.
Then f(X) is a code over Xj. Let 61 : XF — XY and 62 : X5 — X3 be
both morphic or antimorphic involutions such that f(61(x)) = 02(f(x)) for all
x € X. Let P = Pref(62(f(X)) and S = Suff(62(f(X)). Let (ATPNSAT)N
f(ZF) =0 and ATPAT N f(X1) = 0 where A= X3\ f(X}). If X is 01-solid
then f(X) is 63-solid.

Proof. Let X be a 61-solid code. Note that f(X) is fs-infix [14]. We need
to show that PPref(f(X)) N PSuff(62(f(X))) = 0 as well as PSuff(f(X)) N
PPref(f2(f(X))) = 0 hold. Let 61 and f2 be morphic involutions and let f be
an injective antimorphism. Suppose there exists a € PPref(f(x122)) and a €
PSuff(02(f (y1y2)) for some z1x2,y1y2 € X. Note that f(z122) = f(x2)f(x1)
and 0>(f(y1y2)) = f(01(y1y2)) = [(01(y1)01(y2)) = f(01(y2))f(01(y1)). Hence
if a = f(z2) = f(61(y1)) then zo = 61(y1) since f is injective which is a
contradiction to PPref(X) N PSuff(6;(X)) = (. The other case can be proved
similarly. Hence f(X) is 03-solid.
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